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Abstract
Citizens regularly search the Web to make informed decisions on daily life questions, like online purchases, but how they 
reason with the results is unknown. This reasoning involves engaging with data in ways that require statistical literacy, which 
is crucial for navigating contemporary data. However, many adults struggle to critically evaluate and interpret such data 
and make data-informed decisions. Existing literature provides limited insight into how citizens engage with web-sourced 
information. We investigated: How do adults reason statistically with web-search results to answer daily life questions? In 
this case study, we observed and interviewed three vocationally educated adults searching for products or mortgages. Unlike 
data producers, consumers handle pre-existing, often ambiguous data with unclear populations and no single dataset. Par-
ticipants encountered unstructured (weblinks) and structured data (prices). We analysed their reasoning and the process of 
preparing data, which is part of data-ing. Key data-ing actions included judging relevance and trustworthiness of the data 
and using proxy variables when relevant data were missing (e.g., price for product quality). Participants’ statistical reason-
ing was mainly informal. For example, they reasoned about association but did not calculate a measure of it, nor assess 
underlying distributions. This study theoretically contributes to understanding data-ing and why contemporary data may 
necessitate updating the investigative cycle. As current education focuses mainly on producers’ tasks, we advocate includ-
ing consumers’ tasks by using authentic contexts (e.g., music, environment, deferred payment) to promote data exploration, 
informal statistical reasoning, and critical web-search skills—including selecting and filtering information, identifying bias, 
and evaluating sources.

Keywords  Informal statistical reasoning · Consumer task · Producer task · Internet search · Vocational education · 
Statistical literacy

1  Introduction

The Web and technological advancements [e.g., search 
engines, Artificial Intelligence (AI)] have changed the data 
and information people encounter. To make informed deci-
sions in their daily life, citizens rarely produce data them-
selves or conduct statistical analyses. Instead, they search 

the Web. The multivariate data they find are often pre-pro-
cessed, may have been created for other purposes, or may 
not have been purposefully produced (Gould, 2021). Thus, 
citizens can be considered consumers or users of data, rather 
than data producers (Gal, 2000; Gigerenzer, 2022; Gould, 
2017).

However, a substantial portion of the population strug-
gle when exploring, selecting, and interpreting contempo-
rary data, information, and statistics (Boels et al., 2022). 
In the Netherlands, 15.5% of adults (aged 16–65) scored at 
level 1 or below on numeracy in the last Programme for the 
International Assessment of Adult Competencies (PIAAC) 
(OECD, 2024). This suggests adults likely have difficulties 
to “understand a broad range of mathematical [including 
statistical] information that may be complex, abstract, or 
found in unfamiliar contexts” and struggle to “interpret and 
perform basic analyses of data and statistics in texts, tables, 
and graphs” (OECD, 2013, p. 2).
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Statistical literacy—the ability “to interpret, critically 
evaluate, and communicate about statistical information 
and messages” (Gal, 2002, p. 1)—is vital for several daily 
life decisions (e.g., during high inflation). To interpret con-
temporary data, citizens must integrate numerical, mathe-
matical, and statistical information (Gal & Geiger, 2022). It 
requires them to consider the data context and critically eval-
uate what the data are, where they came from, and how they 
can—or cannot—contribute to inform their daily decisions.

Digitisation and technological advancement have changed 
the competence citizens need over the past 20 years (Gal & 
Geiger, 2022; Hoogland & Stelwagen, 2021). In the twenty-
first century, data interpretation increasingly requires digital 
competence and interpreting numbers and texts (Hoogland 
& Díez-Palomar, 2022; Ridgway et al., 2011). While the 
data may not always be new, the way they are delivered and 
made accessible has changed considerably (e.g., digitally, in 
a database, or through weblinks) alongside an exponential 
increase in available data (e.g., real-time stock data in ‘web-
shops’ (online retailers) versus annual inventory).

The existing body of knowledge offers limited or outdated 
examples of contemporary data situations people encounter 
in their professions (Bakker, 2014; Kanes, 1996) and daily 
lives (Gal & Geiger, 2022) or how people use statistics and 
numeracy to interpret and reason with contemporary data 
(e.g., Geiger et al., 2015). Few empirical studies exist (Gal, 
2024a).

This article explores how citizens engage with contem-
porary data and reason statistically as part of their statistical 
literacy. We examine how they make sense of search results 
including consumer reviews and statistics (e.g., mean prod-
uct review score). For instance, citizens seeking to purchase 
goods may need to critically assess search results, including 
texts, images, and numerical data from reviews, magazines, 
adverts, consumer unions, and online stores.

This study explores citizens’ statistical reasoning in daily 
life by examining how they interpret contemporary data in 
life contexts to answer their own questions through Web 
searches. The research question is: How do adults reason 
statistically with web-search results to answer daily life 
questions? The focus is on adults up to and including voca-
tional education—specifically those with little statistical 
training. This part of the population is underrepresented in 
research (Gal et al., 2020; Gal, 2024a).

2 � Theoretical background

In this theoretical background section, we discuss more 
in detail what data and data producers are, what statisti-
cal reasoning, informal reasoning, and web-search results 
entail, and what data-ing is. As underlined by Gal (2024b), 

consumer tasks, such as those in our study, differ from the 
producer tasks in statistics curricula.

2.1 � Data

Data are traditionally defined as a collection of recorded 
observations. Data and information are often used as syn-
onyms, as seen in Wise’s (2020) definition: “Data can be 
broadly defined as information collected or generated from 
the world from which inferences about various phenomena 
can be made” (p. 165). Some fields, like economics, dis-
tinguish between data—rooted in “differences in physical 
states-of-the-world”—and the information extracted from 
them through interpretation (Boisot & Canals, 2004, p. 46). 
When direct observation is not possible, proxy variables are 
often used—substitutes for variables that are hard or impos-
sible to measure directly. For example, in social science, 
time spent on a task is used as a proxy for students’ active 
participation (Kim et al., 2016); a mercury thermometer uses 
mercury expansion as a proxy for temperature.

Traditionally, data are produced by researchers, national 
statistics institutions, or governments. The increasing availa-
bility of data on the Web now allows data scientists to answer 
questions by analysing data from disparate sources which are 
produced by others for a different application (Gould, 2021). 
These data may be obtained through data harvesting (Fry 
& Makar, 2021; IDSSP, 2019) which includes Web scrap-
ing of unstructured data and structured datasets (Cafarella 
et al., 2011). Structured data are highly organised, typically 
in tables (e.g., rows and columns). Data scientists employ 
techniques such as classification, regression, clustering, and 
association—often using AI tools—for analysing such data. 
They also use data moves and pay attention to communicat-
ing results (Fry & Makar, 2021; IDSSP, 2019).

Data moves are actions that prepare data for analysis such 
as selecting, filtering, calculating new attributes, grouping, 
summarising (e.g., in tables, graphs, measures of central 
tendency), and changing a dataset’s contents, structure, or 
values (Erickson et al., 2019). In data science, “data are cho-
sen, transformed, [emphasis in original] and even created by 
humans, and … are dynamic and changeable” (Strohmayer 
& Muller, 2023, p. 39) which impacts analysis and interpre-
tation (Gould, 2017). Important for data analysis are: the 
context of the data (e.g., who produced it, how, and why) 
(Garfield et al., 2008), the type of data (images, texts, num-
bers) (Garfield et al., 2008), whether data are aggregated 
(e.g., in tables and graphs), and whether the data are or could 
have been altered (e.g., through data moves; Erickson et al., 
2019).
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2.2 � Data producers

The literature distinguishes between data producers and data 
consumers (e.g., Engel & Ridgway, 2022), aligning with 
Gal’s (2000) description of statistical literacy as “people’s 
ability to interpret and critically evaluate statistical informa-
tion and data-based arguments [… and] emphasiz[ing…] 
sense-making … more than formal statistical knowledge, 
assuming that most adults are consumers rather than pro-
ducers of statistical information” (p. 135). Gal (2024b) con-
trasts adults’ consumer tasks with producer tasks learned at 
school. His earlier work related producer tasks to “reporting 
contexts [that] emerge when learners are ‘data producers’ 
and take part in all phases of a data-based study” (p. 137). 
However, adults “have to make sense of and possibly react 
to messages that contain statistical elements.” Such mes-
sages stem from “listening (reading contexts) [that] emerge 
when learners are ‘data consumers’” (p. 137). In addition, 
Engel and Ridgway (2022) advocate “rethinking the purpose 
and nature of statistics education” as “many introductory 
statistics courses fail to prepare students to understand and 
critically analyse empirical evidence in the public domain” 
(p. 17), a consumer task.

We illustrate this focus on producer tasks with an exam-
ple of young people’s happiness. We follow the investiga-
tive cycle (Wild & Pfannkuch, 1999, Fig. 1). Suppose we 
hypothesise that boys are less happy than girls (Problem). 
There are many ways to operationalise happiness (Plan), 
such as asking about life satisfaction, cheerfulness, posi-
tive or negative emotions, feeling happy, or by measuring 
heart rate, cortisol levels, blood pressure, etc. In addition, 

decisions are needed on scales (words, numbers, emoti-
cons), scale lengths, and single or repeated measurements. 
Data from other sources (parents, teachers, and researchers’ 
observations) could be included. It requires decisions on age, 
power analysis (expected effect size), sample size, and meth-
ods. Sampling methods (e.g., online surveys) may exclude 
certain groups, like those from low-income families. Next, 
decisions need to be made about Data storage and miss-
ing or incorrectly entered data. Analysis involves selecting 
and interpreting appropriate graphs that show data distribu-
tion, variation, and outliers and deciding if further analysis 
is needed. It may involve hypotheses testing or calculating 
means, standard deviations, or associations. Finally, conclu-
sions are drawn from these analyses, such as whether there is 
a significant difference (Conclusions). Conclusions depend 
not only on analyses but also on initial choices (Plan) show-
ing the impact of the data producer’s decisions. These pro-
cesses, decisions, and ambiguities are typically not visible 
to data consumers.

2.3 � Data‑ing

Data-ing is a new term for the process of engaging or rea-
soning with data (SRTL13, 2022). We focus on the part 
of this process that involves actions, decisions, and judge-
ments to obtain and prepare data for analysis. It includes 
deciding how to operationalise the phenomenon, judging 
the relevance of variables, deciding on suitable proxy vari-
ables when direct measurement is not possible, and deciding 
on sample size or how much data is needed (Plan, Fig. 1). 
It also includes data moves (Erickson et al., 2019) such as 

Fig. 1   Investigative cycle (Wild & Pfannkuch, 1999)
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selecting multiple and diverse data, filtering data, calculat-
ing new attributes (Data Management), grouping, and sum-
marising (e.g., in tables, graphs, measures of central ten-
dency) to prepare for analysis. The latter part aligns with 
Data exploration (Fig. 1) but in our view of data-ing, this fits 
more naturally into the Data step of the cycle. In our study 
with citizens, the data-ing part that includes all preparatory 
actions for analysis, is most relevant. Although reasoning 
about data occurs throughout all steps of the investigative 
cycle (Biehler et al., 2018) when analysing citizens’ data-
ing, we focus on the initial steps before analysis.

2.4 � Statistical reasoning

The focus on data production is latent in the different views 
on statistical reasoning. Statistical reasoning involves inter-
preting data, visual representations, and statistical summa-
ries (delMas, 2004) and using statistical concepts to make 
sense of statistical information (Garfield, 2003). It requires 
understanding statistical processes and making connections 
between concepts (Ben-Zvi & Garfield, 2004). Lovett (2013) 
adds that statistical reasoning involves tools to summarise, 
predict, and conclude from data. delMas et al. (2006) devel-
oped the Comprehensive Assessment of Outcomes in Sta-
tistics to measure students’ statistical literacy and reasoning 
about descriptive statistics, bivariate data, probability, and 
statistical inference. Garfield’s (2003) Statistical Reasoning 
Assessment covers reasoning about data, representations, 
statistical measures, uncertainty, samples, and association. 
Statistical reasoning includes understanding uncertainty and 
significance (Gal & Geiger, 2022), bias (delMas, 2004), and 
data as a combination of signal and noise (Ben-Zvi & Gar-
field, 2004; Engel et al., 2008). These views emphasise the 
use of formal statistical tools, like hypothesis testing and 
calculating and comparing statistical measures of centre and 
variation, that are central to data producers.

In addition, although there are similarities, mathemati-
cal and statistical reasoning differ (delMas, 2004; Garfield, 
2003). For example, in mathematics, context can be omit-
ted but in statistics, it cannot as the context informs proce-
dures and interpretation. In contrast to mathematics, data 
are often messy. In statistics, there is no single answer to an 
investigative question and uncertainty is inherently part of it 
(Garfield, 2003). Therefore, unlike mathematical procedures, 
context must always be considered.

We use the term informal statistical reasoning. The 
word informal emphasises that formal statistical proce-
dures (e.g., calculating association or standard deviation) 
are not used. For example, when participants reason about 
the representativeness of review results (in a webshop) 
they could draw on personal knowledge (a review can be 
written out of anger, see supplementary information for 
more examples). A large body of research in statistics 

education is focused on informal inferential reasoning 
(IIR). We suggest IIR to be a subset of informal statistical 
reasoning. Inferential reasoning relates to parameter esti-
mation, comparing samples, and generalisation from sam-
ple to population (Zieffler et al., 2008). Zieffler et al. define 
informal knowledge as adults’ understanding from daily 
life and less formalised knowledge from previous educa-
tion. Rufiana et al. (2018) used a narrower interpretation 
of the word ‘informal’ in ‘informal statistical reasoning’ 
referring specifically to students’ use of everyday language 
in an introductory statistics course.

2.5 � Web‑search results

This article focuses on tasks that require consumers to search 
the Web to answer their own investigative questions. Web 
results include image-based (e.g., pictures of products), 
semi-structured (e.g., scraped from webpages with reviews), 
unstructured (weblinks), or repurposed data. These data do 
not fit the traditional definition of data as a collection of 
recorded observations (e.g., Wise, 2020). As a preliminary 
position, we consider search results to be contemporary data.

People believe that Web results are ordered by relevance, 
whereas it is highly influenced by search engine optimisa-
tion (Lewandoski & Schultheiß, 2023). Web results are often 
sponsored (Pan et al., 2007). In addition, personalisation 
through cookie settings and past search history can influ-
ence which results are shown and in which order (Urman 
& Makhortykh, 2023). Furthermore, due to randomisation 
(Urman & Makhortykh, 2023) two searches done by the 
same person on the same laptop with the same search words 
within two minutes may result in different links or a differ-
ent order of these links. This may have a considerable effect 
on user behaviour (Lewandoski & Schultheiß, 2023; Pan 
et al., 2007).

Many webpages do not contain a database, only unstruc-
tured data. However, structured data can be found on the 
Web (Cafarella et  al., 2011) for example, in webshops. 
Although structured data on the web, including those in web-
shops, share similarities with traditional database systems, 
they have some different characteristics: they are “embedded 
in textual webpages and [they] must be extracted prior to 
use; there is no centralized data design as there is in a tradi-
tional database; and, unlike traditional databases that focus 
on a single domain, it covers everything” (p. 72). For web-
sites that contain structured databases, filtering actions lead 
to multiple choices for a product, in a specific order—where 
it is unknown to the user how this order was determined and 
influenced by an (AI) algorithm like a recommender system 
(Necula & Păvăloaia, 2023).
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2.6 � Web‑search results, data‑ing, and statistical 
reasoning

To the best of our knowledge, research on adults’ data-ing 
and statistical reasoning with contemporary data is yet to 
be developed. However, related fields are relevant to citi-
zens’ statistical reasoning. Firstly, civic statistics has simi-
larities with web-search results. Civic statistics focuses on 
data-based evidence relevant to society. Engel and Ridgway 
(2022) wrote about civic statistics: “Statistical information 
about society is often quite complex. Data are usually multi-
variate; aggregated data and indicator systems are common; 
variables interact; data may be time critical”, and data are 
often buried in texts (p. 22). Furthermore, “it is unusual for 
a single data set or a single analysis to be sufficient to answer 
a question in the arena of Civic Statistics” (p. 24). This is 
also often the case for the questions to which citizens seek 
answers on the Web. Moreover, decisions made about how a 
certain phenomenon is measured are often opaque and data 
may be aggregated. Such data are messy and their interpreta-
tions may vary (Ben-Zvi & Garfield, 2004).

Secondly, a relevant field is data and statistics in (social) 
media. Gal and Geiger (2022) analysed media items related 
to the COVID-19 pandemic, which included Statistical and 
Mathematical Products (StaMPs). These StaMPs place 
interpretive and evaluative demands on readers or viewers. 
StaMPs included visual representations of data and statistics, 
often used to make texts more appealing. Important themes 
in media items were data quality and strength of evidence, 
suggesting that the ability to question both is crucial for 
citizens. The dynamic nature of pandemic-related statistics 
also highlights the importance of understanding the tentative 
nature of scientific findings.

Thirdly, people’s search behaviour on the Web is investi-
gated either through eye-tracking or log files. Eye-tracking 
research is typically small-scale, lab-based, and focuses on 
individuals, while log-file research aggregates data over 
multiple participants (Urman & Makhortykh, 2023). Three 
types of search tasks are described: informational (search-
ing for information), navigational (navigating to a specific 

webpage), and transactional (performing a transaction) (Str-
zelecki, 2020). Eye-tracking studies mainly used Google and 
investigated search results without sponsored links, finding 
four types of search strategies for these tasks: breadth-first 
(checking multiple results and then opening the most prom-
ising), depth-first (start at the top and decide to open it or 
not), only selecting few top results, and others. Most studies 
included university students only, a major limitation in this 
body of literature. Log-file analysis showed that in Switzer-
land and Germany, almost all users clicked on the first page 
of search results, with Google being the most used search 
engine. Top results received disproportionately more clicks, 
with about half on the top first result (Urman & Makhortykh, 
2023). Log files do not describe people’s reasoning with the 
results or how they make sense of the data. The present study 
addresses this gap in the literature for adults.

We focus on the data-ing part that includes all the pre-
paratory steps for analysis in the context of citizens’ engage-
ment with contemporary data. This includes what people 
do to get the data they need and using proxy variables. It 
includes thinking about aspects of data that are important 
for analysis and data moves (Erickson et al., 2019), like 
selecting, filtering, sorting, and ungrouping data (e.g., from 
a mean rating to individual ratings).

3 � Method

3.1 � Context and participants

Three adults, each 36 years old with a vocational back-
ground, participated in this observational multiple case 
study (see Table 1). Due to the exploratory nature of this 
study, we used a convenience sample recruited through our 
professional and personal network. All participants gave 
their consent and each received a 20-euro gift card. Data 
collected during the introduction of the interview (e.g., on 
their job or daily life numeracy experience) or at the end 
(when participants talked about other Web searches without 
applying them) were coded when relevant.

Table 1   Overview of participants’ professions and questions

Name Interview 
duration 
(h:m)

Profession Question 1 Question 2

Bo 0:31 Host at an institution for people with intel-
lectual and physical disabilities

What cleaning products should I buy for the 
company I work for?

Recipe sweet and sour chicken
Recipe marble cake

Sem 1:04 Phlebotomist (someone who collects blood 
samples)

What vacuum cleaner should I buy for my 
family?

Isa 0:59 Civics teacher How much of a mortgage can I get? 
Follow-up question: Can I get a mortgage 
with a study debt?

What kind of house could I 
buy on my income?
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3.2 � Tasks and procedure

All interviews followed an observation and interview pro-
tocol with clarifying questions like: What are you looking 
at, why did you click on that, what are you paying atten-
tion to, what do you notice, what information are you look-
ing for? At the start of the session, we explained our focus 
on how people search the Web in situations where money, 
time, numbers, and graphs may play a role. We collected 
demographic data such as participant’s job and age. Next, 
participants formulated a daily life question they wanted to 
investigate (see Table 1). Some examples were provided, 
including:

–	 What is the best hand blender to buy?
–	 I’m renting now and considering buying a house. What 

will it cost me per month?
–	 How do I remove weeds, moss, or algae from my garden 

or balcony in the most environmentally friendly way pos-
sible?

Participants searched until they answered their questions, 
then continued with a second question if time allowed.

3.3 � Data collection

The face-to-face interviews were audio-taped with a Zoom 
H5 portable audio-recorder1 and recorded with a video 
recorder, or recorded in Microsoft Teams. The recordings 
were transcribed with the automatic transcription application 
Amberscript2 and manually corrected. The data consist of 
transcripts of interviews and screen recordings or videos of 
participants interacting with the search engine and websites. 
Researchers interviewed participants in a library or at their 
homes. An HP-ProBook laptop of the researcher was used 
for searching the Web with Google.

3.4 � Data analysis

We analysed what data participants encountered, what search 
terms they used, and how they reasoned with the data found 
during their Web search with Google and subsequently vis-
ited pages. When analysing their reasoning, we alternated 
between emergent interpretations and existing explanations 
using a pragmatic iterative approach (Tracy, 2013) as fol-
lows. For the emergent interpretations, we used open cod-
ing (inductive approach, Twining et al., 2017). By grouping 
closely related open codes into broader codes, subcatego-
ries were obtained (Corbin & Strauss, 1990; sometimes also 

called axial codes) that are interpretive (cf. Tracy, 2013). 
For example, the open codes filtering of data and sorting 
of data were merged into the subcategory data moves (cf. 
Erickson et al., 2019). All subcategories that emerged dur-
ing our analysis can be found in the online Supplementary 
Information, with an example for each subcategory.

For the existing explanations, we used the investiga-
tive cycle (Wild & Pfannkuch, 1999), statistical reasoning 
(Ben-Zvi & Garfield, 2004; delMas, 2004; delMas et al., 
2006; Garfield, 2003; Lovett, 2013), and notions of infor-
mal (inferential) reasoning (cf. Zieffler et al., 2008). Three 
final categories emerged: choosing data, analysing the data, 
and drawing conclusions from the data, see the online Sup-
plementary Information. These categories have similarities 
with the investigative cycle (Wild & Pfannkuch, 1999). In 
addition, the subcategories in choosing data fit our focus of 
data-ing (i.e., actions, decisions, and judgements that pre-
pare for analysis) and are elaborated in the results section. 
Furthermore, analysing and drawing conclusions from data 
are related to statistical reasoning.

Coding was done by one of the authors (first coder; not 
involved in the observations), then discussed with another 
author (second coder), and eventually within the team. After 
coding all three transcripts, the first coder went back to check 
for subcategories that emerged in later parts of transcripts 
(cf. Corbin & Strauss, 1990). We discussed the subcatego-
ries for specific parts of the transcripts until all researchers 
reached an agreement. The videos were annotated for key 
events including where participants clicked, what data they 
encountered, and what search terms they used. These anno-
tations were added to the transcripts where relevant.

4 � Results

Three participants searched the Web to answer daily life 
questions: Sem for a vacuum cleaner, Bo for a cleaning 
product and recipe, and Isa to assess house affordability. We 
explored: How do adults reason statistically with web-search 
results to answer daily life questions? We used transcripts 
of participants’ verbalisations during Google searches and 
visited pages. We focused on (a) types of data encountered, 
(b) participants’ data-ing, specifically all the actions, deci-
sions, and judgements that prepare for analysis, and (c) 
their statistical reasoning during data analysis and drawing 
conclusions.

4.1 � Data: types of web‑search results

In Google, participants searched with queries like vacuum 
cleaner family (Sem), kitchen cleaner (Bo), marble cake 
recipe (Bo), calculate mortgage (Isa), and how to calcu-
late percentages with calculator (Isa). Figure 2 shows the 

1  https://​www.​thoma​nn.​de/​nl/​zoom_​h5.​htm.
2  https://​www.​amber​script.​com/​en/.

https://www.thomann.de/nl/zoom_h5.htm
https://www.amberscript.com/en/
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results when entering the query cleaning products. When 
participants searched for products, Google presented first 
links as images with text (e.g., product prices) followed by 
textual links. These unstructured data (Cafarella et al., 2011) 
may vary in time and depend on randomisation and cookie 
settings (Urman & Makhortykh, 2023). Such data also lack 
a consistent format. Therefore, these data are considered 
messy and difficult to interpret or analyse. As many first 
links are sponsored, users must critically evaluate them for 
relevance, bias, and trustworthiness (see Sect. 4.2.1).

Next, participants accessed different websites, including 
webshops (Bo, Sem), homes website (Isa), and YouTube 
(Bo). These sites contain structured data on prices, reviews, 
and meta-data (e.g., author, views) (cf. Cafarella et al., 2011) 
automatically extracted from databases (Arasu & Garcia-
Molina, 2003). Unstructured data were found on websites 
with, for example, mortgage calculators (visited by Isa).

Notably, Web data often lack clear producers (e.g., 
researchers), samples, or populations. In addition, there was 
no single dataset with predefined variables. What data moves 
(Erickson et al., 2019) had been applied was unclear. Data 
of products on top of the Google search page stemmed from 
many different webshops (Fig. 2). Data in webshops are 
updated irregularly (e.g., reviews posted at any time, prod-
ucts added or removed without notice). The data are often 
from multiple sources (e.g., consumers, other websites) with 
reviews sometimes scraped from the manufacturer’s website 
(Fig. 3).

4.2 � Data‑ing

We focused on the data-ing part that involves actions, 
decisions, and judgements to obtain and prepare data for 
analysis. In the investigative cycle (Wild & Pfannkuch, 
1999) these steps include defining the problem (Problem), 
determining how to operationalise variables and what data 
are needed (Plan), and searching for or producing these 
(Data). We captured these steps with the category choos-
ing data. Although the first three steps of the investiga-
tive cycle (Wild & Pfannkuch, 1999) seem to align, the 
focus on choosing data (Strohmayer & Muller, 2023) and 
consumers’ tasks reveals a different practice than origi-
nally intended. Within this category several subcategories 
emerged from participants’ reasoning that are relevant to 
data-ing: evaluating web-search results, using data moves 
(Erickson et al., 2019), and using proxy variables.

4.2.1 � Data‑ing: evaluating web search results

Evaluating and judging the relevance of Web search results 
is an important aspect of citizens’ critical use of data. That 
includes deciding where to click.

Bo	� Most of the time I look at the first one [clicks on the 
first recipe, goes to leukerecepten.nl, scrolls through 
the webpage].

In Google, participants often clicked on the first or first 
relevant result. Participants also used personal knowledge 
and personal experiences with webshops, products, or 
brands. For example, Bo looked at Google images (Bo 
said to compare prices and cleaning products’ effective-
ness) and then clicked on a sponsored link from a familiar 
brand. Explained by Sem:

Sem	� I am always inclined to check Bol.com. This is purely 
because I know that if I order something there, nine 
times out of ten I have it the next day.

Sem chose to include the name of a well-known web-
shop in the Google search query and clicked on the spon-
sored link. Isa also clicked on the first link Google pro-
vided (sponsored). However, when the visited site asked to 
fill in the specific mortgage amount they were considering, 
Isa realised they did not know. Therefore, they returned to 
the Google search results and selected a link they recog-
nised from the radio: Calculate Your Maximum Mortgage.

Sometimes participants deliberately chose data sources 
(e.g., a bank, website). In Google, they often showed an 
uncritical approach by clicking on the first or sponsored 
results. Bo ignored search results for kitchen cleaners, due 
to a preference for a specific brand. This shows that data 
are not always critically chosen. Consistent with the lit-
erature on online search behaviour, participants clicked 
disproportionately on the top results (Strzelecki, 2020; 
Urman & Makhortykh, 2023), underscoring the need to 
address this in education.

All participants explained which results they could use, 
for example:

Bo	� I also usually look at how long … ago it was posted 
[e.g., a video on how to bake a cake]. If it’s too much 
from 10 years ago, I would never [grab …] that first. 
Look at most recent.

In the above excerpt, Bo judged whether data provided by 
YouTube were relevant, based on publication date. Another 
example of critically assessing the data is provided by Sem.
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Fig. 2   Google search results for cleaning products. Note: Sponsored images are at the top, followed by sponsored links (retrieved with Google, 
October 2024)
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Sem	� What I find strange is the six-meter cord [product 
description]. I just saw it listed as nine meters [results 
overview]. … I would think the range was based on 
the cord length, so I feel a bit cheated reading now: 
six.

Sem noticed that the webshop provided two measures 
of the vacuum cleaner’s reach: first 9 m (action radius) and 
6 m (cord length) which raised concerns about the web-
site’s trustworthiness. Participants discussed which websites, 
search results, or products they trusted and why. While they 
were uncritical when using Google, they became more criti-
cal when visiting subsequent websites, and evaluating data 
for trustworthiness, relevance, and usefulness. Wild and 
Pfannkuch (1999) consider critical thinking necessary at all 
stages of the investigative cycle, aligning with broader dis-
cussions in data science on the importance of understanding 
data sources (Gould, 2017; Strohmayer & Muller, 2023).

4.2.2 � Data‑ing: using data moves

Webshops and homes websites (and,  to a lesser extent, 
YouTube) offer many data moves (Erickson et al., 2019), 

especially selecting, filtering, and sorting (e.g., by brand, 
noise level, battery life, price range, and customer reviews (1 
to 5 stars) or on homes websites by house type, living area, 
or having a garden). Participants discussed why they filtered 
data in webshops. For example:

Sem	� [Selects from the menu bagless vacuum cleaners] I 
find that more practical and I think it will result in 
less need to buy bags.

Sem extensively filtered vacuum cleaners, considered 
and selected several criteria from the menu including in-
stock items (reason: they needed immediate replacement 
of the vacuum cleaner), kept all floor types (as their home 
has a mix of carpet, tile, and wood), and wished they could 
filter by cord length (to avoid switching plugs). They note 
that aesthetics are unimportant for a vacuum cleaner as it is 
subject to rough handling. Sem filtered vacuum cleaners on 
three or more stars, explaining that a five-star rating would 
result in expensive vacuum cleaners, while others offer bet-
ter value for money. Sem also once sorted results in ascend-
ing price order.

Fig. 3   Reviews are added on an irregular basis (see dates, e.g., top right) and in part scraped from other websites (e.g., website manufacturer). 
Source: Webshop M
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Isa checked the relevance and filtered data less often and 
less explicitly than Bo and Sem. Isa initially did not filter 
on the homes website. The first home displayed on Funda 
is €514,000 which Isa considers to be quite high. The sec-
ond home was so exorbitant (€1,189,000) that they strug-
gled to pronounce the amount. Isa was prompted to filter so 
as to adjust the price range within the mortgage amount of 
€136,000.

Isa	� Yes and then let’s take a look at the 136 [thousand]. 
Let’s take the cheapest option for a moment [clicks on 
price; sets ‘from’ at €50,000]. So, we’ll start at 50,000 
and then the maximum would be this, I think [clicks on 
price; sets ‘to’ at €125,000].

This adjustment led them to a garage. They then increased 
the maximum limit to €150,000 but the resulting home was 
not an improvement over their current rental situation.

Participants used the data moves (Erickson et al., 2019) 
provided by the websites and search engines, demonstrat-
ing varying skill levels. The selecting and filtering produced 
multiple options in a specific order, though participants did 
not discuss or seem aware of how this order was deter-
mined or influenced by AI algorithms (e.g., a recommender 
system). This sometimes led to surprises, such as finding 
expensive houses. These results show that it is essential that 
users learn to critically evaluate the results (e.g., Gal, 2000; 
Gould, 2021), filter them for relevance (e.g., Gal & Gei-
ger, 2022), and carefully interpret them to make evidence-
informed decisions (e.g., Engel & Ridgway, 2022; Gal, 
2000; Gal & Geiger, 2022).

4.2.3 � Data‑ing: using proxy variables

Participants sometimes used proxy variables: substitutes for 
variables that are not available on the sites they are visiting 
(cf. Kim et al., 2016).

Sem	� So yes, 2200 Watt [vacuum cleaner at home …] then 
I think, it [description of vacuum cleaners in search 
results] says 700 or 900 Watt … . So, this could mean 
that these vacuum cleaners are actually very weak [in 
suction].

Sem used electric power (Watt) as a proxy for a vacuum 
cleaner suction power as suction power was not available.

Discussing what videos are trustworthy, Bo stated:

Bo	� And I also look at the views. When so many people 
have watched it, I usually consider that as well.

Bo uses the number of views (video) as a proxy for trust-
worthiness. Participants used proxy variables when other 

data were unavailable and alternated between what they 
wanted to analyse (e.g., suction power) and what variable 
was available as a proxy (e.g., electric power). Other exam-
ples of proxy variables used by participants were price for 
quality of the product, tone of voice for quality of the review, 
and year of publication (of a review, video) for relevance.

4.3 � Statistical reasoning during data analysis 
and drawing conclusions

In the investigative cycle (Wild & Pfannkuch, 1999) formal 
techniques are used for data analyses like making tables, 
calculating statistical measures, and creating graphs to reveal 
patterns. Most data found by our participants cannot easily 
be analysed with such techniques. The Web scraping tools 
used by data scientists—that could allow formal analysis—
are out of reach for most citizens. As we saw in the previ-
ous and elaborate in the following sections, our participants 
handled, reasoned with, and analysed data differently.

Many aspects of formal statistical reasoning associated 
with producers’ tasks (e.g., Ben-Zvi & Garfield, 2004; Gar-
field, 2003) were absent because participants were engaged 
in consumers’ tasks. Moreover, participants’ reasoning 
remained informal. In total, only four categories from for-
mal statistical reasoning (e.g., delMas et al., 2006; Garfield, 
2003) emerged: reasoning about statistical measures, asso-
ciation, samples, and visual representations of data (only 
tables).

4.3.1 � Reasoning about statistical measures

In the following excerpts, Sem and Bo state that star’s rat-
ings are a mean:

Sem	� You can choose a rating of one star, two, three, four, 
or five. … I opt for three-star and above. [The rating 
of a vacuum cleaner] Is actually a mean.

Bo	� I usually judge it [reviews] … on … [the] mean and 
then I continue with that.

Sem explained that a rating of three stars does not imply 
that all reviewers gave three stars. As stated by both, the 
rating is a mean, which is indeed true (Fig. 3). Partici-
pants reasoned with statistical measures like mean, range, 
minimum, and variation. Bo and Sem reasoned with these 
concepts several times while Isa did so twice (cheapest, 
maximum).

Although participants used statistical measures such as 
the mean and range when evaluating product reviews, their 
reasoning did not align with what is typically assessed in 
statistical reasoning tests (e.g., delMas et al., 2006). Rather 
than engaging in formal procedures such as hypothesis 
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testing or graph interpretation, participants took an informal 
approach. Similar to informal inferential reasoning (Zieffler 
et al., 2008) we consider this to be part of informal statisti-
cal reasoning.

Sometimes misinterpretations occurred:

Bo	� Right that’s here, I’m looking at that too 
[Trustpilot review score 4/5 stars in an 
image, TrustScore 3.9, 6,353 reviews in 
text].

Researcher 1:	�  … And what does that tell you, that?

Bo	� That it [the product they are looking at] is 
good stuff though.

Bo mistakenly believed that the Trustpilot score applied 
to the product, rather than to the webshop as a whole.

4.3.2 � Reasoning about samples

Some reasoning about samples also occurred, especially 
when it came to the reviews, as the following excerpts 
illustrate.

Sem	� I take into account that I select three or more [stars], 
because if someone has had a wrong delivery or 
received the wrong colour, that person could be upset 
and might choose a one-star rating. Therefore, there 
should always be nuance in it.

Bo	� Sometimes yes and sometimes not [reviews are rel-
evant], because you don’t know how honest people 
are. … You can also write something out of anger 
and then it’s, then you don’t know what you [Bo can] 
get out of it.

Sem	� If I were to buy a car now, from a garage, I definitely 
read the reviews. Whether there is a lot of saying 
of well, I bought that, and nine out of 10 people all 
had complications with the car within three months. 
I look at that too.

Sem said they use reviews for expensive purchases, but 
not for a vacuum cleaner. Both Sem and Bo seemed aware 
that reviews can be biased and influenced by other factors 
(e.g., emotions) which indicates that they thought about 
the representativeness of a sample. Sem also used “a lot” 
which could hint at an assumption that more reviews points 
to greater validity or reliability. Participants’ reasoning about 
samples was very limited. For example, what is left unspo-
ken of the representativeness of the sample, is that reviews 

are only given by a part of the buyers. Therefore, it is a 
(non-random) sample (of a population of buyers). Gould 
(2017) already argued that interpreting data from non-ran-
dom samples is an important part of statistical literacy for 
students and adults. Such a consumer task deviates from 
what is required for producer tasks (e.g., deciding on sample 
size through power analysis, choosing sampling methods 
that make the data more representative, making inferences 
about unknown populations) (e.g., Bargagliotti et al., 2020; 
Biehler et al., 2018; delMas et al., 2006; Wild & Pfannkuch, 
1999).

4.3.3 � Reasoning about association and comparing data

Important aspects of reasoning during Web searches 
included comparisons and associations of the provided data 
(e.g., product features in a webshop). The following excerpt 
shows how Sem compared data of the first and second vac-
uum cleaner in the list.

Sem	� My first option was 85 euros, second option 109. …I 
have 27 items [in this selection] so I’m annoyed a 
tiny bit because that means that [with] article five, 
I’m already at 190 euros [… which is] a difference 
of 105 euros from the first article.

Sem	� So, am I a little bit brand sensitive when I do not 
know the brand at all … . I see a Koenic here. I’ve 
never heard of it before. That’s the first option and I 
chose ascending [price], so I immediately realise that 
the second option is a Samsung. It costs 109 euros, 
so there’s already a price difference of 24 euros. … 
if I choose a Samsung, I know I will always be able 
to find the parts or accessories everywhere.

Sem related these results to price, price differences, count 
of relevant items, and their implicit, maximum budget. Sem 
connected qualitative (brands) and quantitative (prices) 
attributes which can be seen as reasoning about an associa-
tion. Sem considered future repairs but did not check spare 
part availability, hence, relied on personal knowledge. We 
regard this attention to future use (e.g., spare parts) as part 
of data-ing.

Reasoning about associations is part of statistical rea-
soning (e.g., delMas et  al., 2006). This reasoning also 
includes being able to distinguish association from causa-
tion (Garfield et al., 2008). However, the informal way in 
which participants reasoned about associations does not fit 
well with descriptions of associations such as being able 
to interpret a two-way table or a scatterplot (e.g., Garfield, 
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2003) as neither were provided. In addition, reasoning about 
an association between quantitative and qualitative data is 
not part of the Dutch secondary and vocational education 
curriculum.

In the following excerpt, Isa interprets the data found for 
the maximum mortgage.

Isa	� And the gross monthly expenses [of a mortgage of 
€136,149] would be €650. … So, about the same … 
what I pay in rent.

Isa compares monthly mortgage expenses with their own 
rent. This excerpt is an example of how participants com-
pared data. Another website offered Isa an alternative mort-
gage of €165,418. Checking data on another website is also 
part of being critical about data on the Web (see Sect. 4.2.1).

4.3.4 � Reasoning about representations

Webshop M provides users with a table with three items 
selected for comparison with most settings predetermined 
(e.g., what and how many variables per product).

Sem	� Well, then I see three columns. … It’s a table where 
the specifications are listed on the left, requirements 
… . And then, for all three it says what is included or 
what is the range in this case. Whatever. Well, then 
I look at the three comparisons, is not very handy, 
because you already lose track of which one it was.

Sem reasoned that this table needs modification because 
it does not provide a good overview. Visual representations 
of data were rarely used, except by Sem who used a table. 
Websites generally offer limited possibilities to reason about 
representations, as visualisation tools were lacking on the 
visited websites, and only some sites offered star ratings 
distribution bar graphs.

5 � Discussion and conclusion

5.1 � Answer to the research question

In this observational multiple case study, we explored: 
How do adults reason statistically with web-search results 
to answer daily life questions? Adults’ questions included 
finding products and mortgages. This under-researched area 
(Gal et al., 2020) has few empirical studies (Gal, 2024a). A 
key strength of our study is observing adults during their 
Web searches, alongside questioning them on their actions 
and reasoning.

The first part of the answer to the research question is 
that, although participants followed steps similar to those in 

the investigative cycle (Wild & Pfannkuch, 1999), their use 
of Web searches for consumer tasks (cf. Gal, 2000) impacted 
what data they found and how they reasoned statistically 
with them. Whereas reasoning about data (Biehler et al., 
2018) spans all steps of the investigative cycle, we focused 
on the data-ing part related to the initial steps of this cycle 
including obtaining and preparing data for analysis. Critical 
evaluation and meaning-making (of the data) are important 
to these consumer tasks (Gal, 2000).

For the second part of the answer to the research question 
we looked at the data that participants encountered, their 
data-ing, and their statistical reasoning. Firstly, the data 
they found were unstructured (links presented as images 
with text, text links, calculators) and structured (prices, 
reviews in webshops) (cf. Cafarella et al., 2011). These data 
may vary in time and depend on randomisation and cookie 
settings (Urman & Makhortykh, 2023). Moreover, in web-
search data, a clear data producer (researcher, institute) was 
often absent, the population was unclear, there was no single 
dataset, samples were non-random, how and why data were 
produced was often unknown, and data stemmed from mul-
tiple sources and were updated irregularly.

Secondly, we found several examples of data-ing. Partici-
pants evaluated data, applied data moves (Erickson et al., 
2019), and used proxy variables (e.g., year of publication 
for relevance). Websites that list items (webshops, homes 
sites) provide many opportunities for ordering and filtering 
data but participants’ skills in effectively using these options 
varied.

Thirdly, participants rarely reasoned explicitly with sta-
tistical concepts, but their reasoning reflected ideas such 
as association and variation. For example, they informally 
associated two variables (e.g., price and brand) in ways not 
fitting current descriptions of reasoning about association 
(e.g., Garfield, 2003). Aligned with literature on IIR (Zieffler 
et al., 2008), we use the term informal statistical reasoning 
to describe how adults use informal statistical knowledge 
to reason about statistical concepts such as measures, sam-
ples, associations, populations, variability, representations, 
bias, and uncertainty. Here, informal refers to adults’ under-
standing based on daily life experiences and less structured 
knowledge acquired through earlier education, which lacks 
the formal rigour of academic statistical reasoning (cf. Zief-
fler et al., 2008).

5.2 � Limitations

A limitation of our study is the small convenience sample, 
which may affect the generalisability to a broader sample 
of adults. Future research could explore whether similar 
data-ing and informal statistical reasoning are observed 
among adults with only primary or junior vocational educa-
tion, as all participants in this study had senior vocational 
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qualifications. Additionally, future studies could examine 
different search devices (e.g., mobile phones, tablets) and 
tasks to reveal other forms of statistical reasoning.

Despite attempts to mimic a realistic setting, participants 
performed tasks at our request, which may have affected 
their search behaviour. Future studies could include in-depth 
interviews to reveal misinterpretations now only touched 
upon. Future research should also explore how other sources 
(e.g., social media) and artificial intelligence affect adults’ 
data-ing and informal statistical reasoning with contempo-
rary data.

5.3 � Contributions

5.3.1 � Scientific contribution: data producers versus data 
consumers

Discussing our findings, we note several similarities and 
differences between participants’ steps and those described 
by the investigative cycle (Wild & Pfannkuch, 1999). Some 
steps appear similar: participants started with a question 
(problem), searched for data (data), explored and analysed 
them, and drew conclusions. Other steps were clearly differ-
ent, mainly when it comes to participants’ data-ing. As out-
lined in the theoretical background, consumers’ tasks differ 
from producers’ tasks. Participants did not produce data (or 
visualisations, or statistical measures). Hence, they did not 
make a plan for data management and they did not decide 
how to operationalise variables (plan). Instead, data were 
provided by others like Google, online retailers, and social 
media. Therefore, they needed to choose (cf. Strohmayer & 
Muller, 2023) what part of the—often unstructured—data 
they considered relevant and trustworthy for their investiga-
tion. Furthermore, their data moves (Erickson et al., 2019) 
were driven by possibilities on websites instead of what 
results they could get from applying them to a downloaded 
dataset. In a similar vein, participants did not create data 
visualisations, quantify uncertainty, or calculate statistical 
measures (analysis) (cf. Garfield, 2003) but, instead, needed 
to interpret them (Gal, 2000). The findings suggest that the 
investigative cycle may need to be reconsidered or updated 
to better address adults’ contemporary data inquiries, which 
is left for future research.

Our findings are in line with Gal’s (2002) distinction 
between the activities of data producers and data consumers. 
While data producers engage in generating and structuring 
data (e.g., deciding on sampling methods or operationalising 
variables), our participants, as data consumers, were tasked 
with interpreting pre-existing, often unstructured, data. This 
resonates with Gal’s (2000) emphasis on the different cog-
nitive demands placed on consumers, who must critically 
assess the relevance and trustworthiness of data rather than 

produce them. Consequently, participants had to navigate 
the limitations of available data.

This study theoretically contributes to the discussion on 
what data-ing entails. For data producers, data-ing involves 
considering how and what data should be produced. In con-
trast, data-ing for contemporary data focuses on choosing 
relevant data (cf. Strohmayer & Muller, 2023) and reflecting 
on their quality and potential bias. In both cases, data-ing 
includes finding suitable proxy variables when necessary. As 
statistical reasoning is central to statistical literacy, we also 
aim to stimulate discussions on updating statistical literacy 
to reflect the contemporary data citizens now encounter.

5.3.2 � Educational contribution: Rethinking the curriculum 
from a consumer perspective

Our findings lend support to existing calls made by Engel 
and Ridgway (2022) and Gal (2024b) to reconsider second-
ary and vocational statistics education curricula. Current 
statistics curricula predominantly focus on data-production 
tasks (e.g., Bargagliotti et al., 2020; Biehler et al., 2018; 
Garfield, 2003; Strohmayer & Muller, 2023). Although some 
efforts have been made to integrate data science practices 
(Fry & Makar, 2021; IDSSP, 2019) most students are more 
likely to engage with data as consumers rather than produc-
ers or data scientists. To ensure students are prepared to han-
dle contemporary data, curricula should include activities 
that develop competence in critically filtering information 
and assessing the credibility of sources like sponsored links, 
fostering more educated data consumers.

 We advocate enhancing students’ statistical Web search 
skills using authentic contexts based on their interests (e.g., 
movies, games, make-up, the environment, deferred pay-
ment). We suggest placing emphasis on what conclusions 
can and cannot be drawn from Web-search results. Possible 
skills to teach include data selection, distinguishing between 
ads and other results, understanding search and randomisa-
tion in webshop ordering, recognising credibility indicators, 
and developing data filtering skills. To support this, we hope 
that our perspective on data-ing inspires teachers to address 
concepts such as proxy variables and the trustworthiness, 
reliability, bias, and relevance of contemporary data. Shift-
ing the focus of curricula towards developing informed data 
consumers can help improve statistical literacy and prepare 
future generations to engage more critically with contempo-
rary data, ultimately fostering a more data-literate society.
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